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1 Abstract

Abnormal entity detection is the process of finding patterns in data that do not follow
normal patterns of behavior. False data points or abnormal entities that significantly
distort the sample or push the boundaries of the data set are rare. In some cases, ab-
normal entities suggest that the pattern is too narrow and that the boundaries need to be
corrected. In the literature, domain specific abnormal entities detection have been ex-
plored. But when the data changes from domain to domain, different set of challenges
come across. This thesis explores different domains with varying data and provides
different machine learning approaches for detecting the abnormal entities in those re-
spective domains. The domains explored are pharmocovigilance, medical images and
facial images and organized based on the input data.

The issue of having fewer reports makes it more challenging to predict ADRs. The
problem of under-reporting of adverse events exists worldwide, which makes it difficult
to develop objective predictive models. In this thesis, we proposed a new method for
predicting adverse events by balancing data sets. A core-optimized SVM was trained
using each balanced data set, and a certain ADR prediction for a particular drug was
obtained by voting for the combined optimal SVM. Despite good performance, the pro-
posed model requires separate model per ADR which takes significant space and com-
plexity. To tackle this, another method is developed which takes one model to predict
any ADR and also gives improved performance. We developed and trained a custom
deep neural network (DNN) called the Knowledge Graph DNN (KGDNN) to predict
ADR using KG embedding. Using these incorporations, ADRs are classified according
to the KGDNN model. To demonstrate the effectiveness of the model, two case studies
of liver-damaging drugs and drugs prescribed for COVID-19 were performed.

In this thesis, two methods have been proposed to locate the optical disc using seg-
mentation performed on an interference map derived from a group of generalized mo-
tion patterns in the retinal fundus image. Also, a few studies have been performed to
classify a particular retinal image into a normal fundus image and an abnormal fun-
dus image. This thesis presents a new method of transfer learning for the detection of
fundus anomalies. EfficientNetV2 was used as a classification model to classify nor-
mal and abnormal images of the fundus. The proposed model is tested against modern
models, including transformers and models based on MultiLayer Perceptron (MLP),
which work well in image classification tasks. It has been observed that convolutional
neural networks still outperform transformer-based and MLP-based models in detecting
abnormal fundus images.

We live in a digital age where information travels very quickly. Images and videos
make up the majority of the material. However, the validity of such data is under doubt.
Particularly, the DeepFakes threat hangs over digital media in the way of revenge porn,
necessitating the development of effective systems to combat it. We propose a model
to detect obscene conten with EfficientNet B4 as a base model. The current facial
detection methods frequently fall short when real-world data is released because they
are biased toward certain datasets. In this study, we propose an novel, comprehensible,
and effective method for identifying facial forgery called GaborEffNet. The proposed
method is found to be effective in generalisation after performing cross-dataset testing.



2 Objectives

Objectives of the thesis are as follows
* To develop algorithms for predicting adverse drug reactions
— To handle the imbalance data and find an efficient way to balance for pre-
dicting adverse drug reactions

— To build a single and efficient model for predicting adverse drug reactions

* To develop algorithms on retinal fundus images
— To develop methods to segment the optic disc

— To detecting the abnormal fundus images from normal fundus images

* To develop algorithms for forged obscene content detection
— To develop a model for detecting obscene content in images/videos

— To develop a model for detecting facial forgery in images/videos

3 Existing Gaps Which Were Bridged

This thesis presents predictive models for abnormal entity detection across different
domains. The domains explored in particular are pharmacovigilance, retinal fundus im-
ages and facial images. There is a scope in improving the performances and developing
better models in each domain.

* Pharmacovigilance
— The absence of information regarding the ADRs reported is one of the ma-
jor issues with ADR prediction. As a result, the SIDER database has only
recorded a very small number of positive samples(Kuhn_ef all, POT6). As a
result, prediction models are skewed in favour of negative samples. There-
fore, a novel method has been proposed to nullify or lessen the dataset’s
skewness.

— Except for the model proposed by [Zhang ef al] (02T), all other models
either utilise single model for each ADR or test on a small number of medi-
cations and ADRs Despite the use of biological and phenotypic features by
Tamal et all (2017), there are very few drugs and ADRs. The knowledge
graphs have been employed by Bean ef all (201°7) and Zhang ef al) (2021)
to examine the ADRs, although their knowledge graph is restricted to only
ADRs, indications, and target proteins. Additionally, only 10 ADRs were
used in the Bean ef all (20177) experiments.

* Retinal fundus images
— Although many segmentation approaches have been proposed to segment
the optic disc(Priyadharsini ef all, P018; Khahl e all, P0OT7), there is huge
scope in improving the metrics. Particularly, unsupervised methods lack the
performance and it is of high priority since there is limited data available in
medical domain.



— To help eye specialists and to identify diseases in their early stages, auto-
matic disease diagnosis is necessary. Using fundus imaging systems, which
effectively record the abnormalities inside the eye, can be an excellent way
to find disorders. When there are little medical resources available, mass
screening of the population can also benefit from the automatic detection
of diseases. The current research focuses on detecting a particular type of
disease but the approaches to classify abnormal and normal fundus images
are limited.

» Facial images
In our nation, women are frequently harassed using fake pornographic photographs,
and there is no effective system in place to stop this. Even though our nation has
severe cyber laws, only a small portion of offenders are apprehended by the po-
lice. To combat this, a framework has been put up to stop the uploading of fake
porn movies to social media platforms.

— Pornography detection is a difficult challenge since the films feature peo-
ple with a variety of skin tones, including Asian, White, and Multi-Ethnic
people, as well as persons with a wide range of skin tones, from White to
Brown to Dark. The challenging non-pornographic category in the NPDI
dataset presents additional difficulties. However, the dataset is deficient in
videos shot from various angles and non-consensual videos that may be
found online.

— The state-of-the-art techniques currently have difficulty in detecting facial
forgeries in photographs and films that are freely available online(Cholletf,
00177; Atchar et all, DOIR; IZief all, 2020). Although the proposed solution
outperforms the current systems, there is still much room for improvement.

4 Most Important Contributions

4.1 Prediction of Adverse Drug Reactions
4.1.1 An ensembled SVM based approach

By altering the negative samples and fixing the positive samples, the dataset has been
divided into numerous datasets with balanced data. Equal numbers of positive and
negative samples are present in each partition. ADRs are caused by the prescribed
medicine, according to the positive sample. Here, we’ve treated drugs that don’t induce
ADRs and ADRs that haven’t been reported as negative samples. 80% of the samples
in each dataset are taken into account for training, while 20% are taken into account for
testing. Samples from each dataset are used to train the Support Vector Machine (SVM)
model as given in the Fig. [. Following training, each SVM model was tested using a
single file that contained all the testing data that had been isolated from each dataset.
Based on both soft voting and hard voting, the outcome was determined as given in the
Fig. 0. For every ADR in the database, the aforementioned procedure is repeated. It
has been observed that the proposed model has outperformed the existing methods.
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Figure 1: Training phase of the method
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Figure 2: Testing phase of the method

4.1.2 A knowledge graph embedding based approach

DNN has so far been employed in the literature in a different approach to find ADR. The
association between two nodes has never been utilised as a labelled example in a DNN.
In the literature, DNN is found to be an efficient classification model when the number
of examples is respectably high. In order to comprehend the association between the
nodes u and v where v # v and u,v € D where D = {drugs, ADRs, indications, target
proteins, genes, pathways}, a custom-made DNN has been proposed. Using the context
data on the relationship between the drug-target protein, drug-pathway, and drug-gene
interaction, one may predict the ADRs connected to drugs. Additionally, it has been
documented in numerous clinical research that the adverse medication reaction is de-
pendent on pathways and gene information(Zheng ef all, 2014)), which is why we added
these two types of nodes (genes and pathways) to the proposed model. In light of this,



it is anticipated that our prediction model will perform better if it incorporates this addi-
tional data in addition to the more common target protein, indication, etc. Additionally,
we have confirmed this through experiments. The overview of the proposed method is
given in Fig. B. It has been found to be advantageous to add new features and to create
a customised DNN model. The SIDER database has been used to examine the proposed
method, which produced improved results when compared to existing systems.

Node2Vec

a N O e N

Embedding vector of the drug

Node -
Neural network

Embedding vector of the ADR

Node

embeddings Yes - the drug causes the ADR

\ Knowledge Graph / / \ No - the drug does not cause the ADR /
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Figure 3: Overview of the proposed method A) The knowledge graph constructed using
drugs, ADRs, indications, targets, pathways and genes B) (i) The constructed
knowledge graph is passed as input to the Node2Vec algorithm (ii) Node se-
quences are generated by Node2Vec algorithm using random walk(iii) The
node sequences are given as input to the Word2Vec algorithm and the node
embeddings are obtained (C) The embeddings of drug and ADR are concate-
nated and given as input feature vector to a deep neural network which acts
as prediction model for ADR classification

4.2 Optic Disc Segmentation and Abnormal Fundus Images Detec-
tion

* Two methods of segmenting optical discs have been introduced. Applying the
movement of the subject in the fundus improves the contrast between the optical
disc and the background. The proposed method 1 performs better in terms of ef-
ficiency and it is faster than the competitive method, but suffers from poor perfor-
mance for dimly lit images. The proposed method 2 uses iterative graph cutting,
outperforms the competing method on the Drishti-GS1 reference data set, and is
also found to be robust to Gaussian noise. The pipeline of the proposed methods
is given in the Fig. 8.

* A novel method based on transfer learning is proposed to distinguish between
normal and abnormal fundus images. As a starting point, the EfficientNetv2(Tan
and ¢, P021]) architecture was employed. Recently developed image classifica-
tion methods, such as transformer-based models(d”Ascoli ef all, DO2T; Xuef all,
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2021) and MLP-based models([Tolsfikhin_ef all, 2021)), have been studied. Ex-
periments have been conducted using a private dataset that was obtained from a
hospital and manually labelled by eye specialists. Our dataset has been used to
implement and test the current methodologies. The outcomes demonstrated that
transfer learning on EfficientNetV2 outperformed the conventional approaches.

4.3 Forged Obscene Content Detection

* For detecting the obscene content, the EfficientNet B4(Tan"and T_e, P0TY) model
has been used as base model. An EfficientNet inspired model has been proposed
using EfficientNet and a mean pooling and maximum pooling. We concatenated
the results of average pooling and maximum pooling and propagated to dense
layers of size 512, 128. The proposed model has been evaluated on a benchmark
dataset called NPDI. It has been observed that the proposed model has outper-
formed the existing methods on NPDI dataset.

* A novel deep learning model, named GaborEffNet has been proposed. This
model incorporates learnable Gabor filter, EfficientNet and Channel Attention
to detect facial forgery. The proposed method uses learnable Gabor filters to dif-
ferentiate the fake faces from the real ones. A traditional Gabor filter has been
incorporated into the architecture of a Convolutional Neural Network(CNN) as
first layer of the network. It has been observed that Gabor filter when applied to
the forged face is able to discriminate from the real face as shown in the Fig. B.
In the Fig. B, the real source and fake images are taken from UADFV dataset
and the target image is taken from the internet. In the bottom row, the Gabor
filters applied on source, target and fake are given, and at the end the Gabor filter
is given. From the figure, it can be observed that the Gabor filter when applied
on fake image clearly differentiates from the real ones. Also, a channel attention
module is also incorporated into the network which aids in helping to find the
manipulations across the channels. The proposed model outperformed existing
methods on benchmark datasets.

5 Conclusions

Detecting abnormal entities in different domains have different set of challenges. Ma-
chine learning algorithms have demonstrated success in a number of domains. Us-
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Figure 5: Gabor filter applied on fake and real faces

ing machine learning algorithms for detecting the abnormal entities can aid in solving
various problems. This thesis explores developing different machine learning based
approaches for detecting abnormal entities in different domains. The domains that
are explored in particular are pharmacovigilance(adverse drug reactions), facial im-
ages(forged obscene content detection), and medical images(retinal fundus images). In
a brief, the work done can be concluded in following way

* Algorithms to detect the adverse drug reactions are proposed. In particular, two
algorithms have been developed. The first one uses the chemical properties of
the drug as the feature vector. This method discusses a novel way of dealing
with unbalanced datasets by partitioning the dataset such that many datasets with
equal number of positive and negative samples are created. The method then
uses many optimal Support Vector Machines(SVM) to make inferences and deci-
sion. The second method is based on knowledge graph embedding. The feature
vector is obtained using the node embeddings of the graph. A Deep Neural Net-
work(DNN) has been designed to train and test the model.

* Algorithm to detect the abnormal fundus images is discussed along with an al-
gorithm to detect the optic disc in fundus images. To detect the abnormal fundus
images, a transfer learning based approach has been developed. Various state-of-
the-art algorithms have been investigated and observed the most effective model
for transfer learning on fundus images. In the work, an algorithm to localize
and segment the optic disc has been discussed. The Generalized Motion Pat-
terns(GMP) are generated for the fundus images. Inference maps are obtained
from those GMPs. Later, optic disc has been segmented using thresholding on
those inference maps. Also, in another work, those segmented images have been
better segmented using GrabCut algorithm.

» Algorithms to predict forged obscene content are discussed. For detecting the ob-
scene content, the EfficientNet B4 inspired model has been used as base model.



We got the output from EfficientNet inspired model and did a mean pool and
maximum pooling. We concatenated the results of average pooling and maxi-
mum pooling and propagated to dense layers of size 512, 128. The proposed
model has been evaluated on a benchmark dataset called NPDI. It has been ob-
served that the proposed model has outperformed the existing methods on NPDI
dataset. Although the model performed well for easy porn and easy non porn
videos, the model struggles to detect hard porn and hard non porn videos. For
detecting abnormalities in facial images a novel method to detect facial forgeries
is discussed. An observation has been made that the Gabor filter helps in dis-
criminating the real faces from fake faces. Therefore, using Gabor filter a deep
learning model called Gabor EfficientNet has been designed and developed to
detect the facial forgeries.

6 Organization of the Thesis

The chapters are organized based on the type of data. Chapter 1 uses 1D data which are
drugs in the form of SMILE strings to detect abnormalities, chapter 2 uses 2D images
which are fundus images to detect the abnormalities, and chapter 3 uses 2D images and
3D videos to detect forgery and obscenity. The overview of the thesis is given in the
Fig. B. The thesis further organized into the following chapters: The proposed outline

ML Algorithms for
Abnormal Entity
Detection

Image | (2D)

Optic Disc Segmentation
and Abnormal Fundus
Images Detection

Image (2D)\WVideo (3D)

Prediction of Adverse
Drug Reactions

Forged Obscene
Content Detection

Figure 6: Overview of the work
of the thesis is as follows:
(a) Chapter 1: Introduction
(b) Chapter 2: Literature Survey
(c) Chapter 3: Prediction of Adverse Drug Reactions
(d) Chapter 4: Optic Disc Segmentation and Abnormal Fundus Images Detection
(e) Chapter 5: Forged Obscene Content Detection

(f) Chapter 6: Conclusion and Future Scope
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